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Motivation: full text indexing of
dynamic content

 data arrives continuously
e gueries must reflect latest arrivals

« examples:
— webmail (Yahoo Mail, Gmail, Hotmaill,...)
— blogs (MSN spaces)
— news stories (Google News)
— desktop search
— Web search
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High -level overview of dynamic
content indexing

storoge Sy e

eq. SeC(vwc& mc
é\/\j g Md&

query
6
Ao clds

(ontent
(a((.&“lu& S‘j

Docld)

),

—1

e
(wapg tolaws 4
DocM() |

C‘S : s‘V‘%\Q/ o A




the index merge scheduling
problem: roadmap
1. single index is insufficient for dynamic

content — need multiple indexes, and
therefore need occasional index merges
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Definition: a single index can
retrieve the entire location list for a
word in a single I/O
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Nailvely indexing dynamic content
Is far too slow

* Recall:
—random I/O is slow (10 ms seek time per |/O)
— sequential I/O is fast (1 seek + 100 MB/s)

« Example of naive indexing: scientific paper
— 100 kB as text file

— contains 2500 unigue indexable words

— naively updating each index entry would take
2500 times longer than writing the file
sequentially!



Claim: a single index Is too slow
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Therefore, we need multiple
Indexes

« 2 basic types: in-memory and on-disk
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Index files can be merged using only
sequential 1/O and little memory
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/O cost of merge = cost of sequential read of 1+2
+ sequential write of 1+2
ecan merge many indexes into 1 simultaneously
*in-memory indexes can be merged with on-disk index files

*writing out in-memory index to disk by itself can be regarded
as a trivial merge 15



Basic strategy for dynamic
iIndexing: accumulate and merge

* Repeat:

— accumulate as many documents as possible
INn an in-memory index

— merge in-memory index with zero or more
iIndex files

« Optionally, in parallel, repeat:
— merge some index files
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Why merge? Because query cost is
proportional to number of indexes

Ar

ALy [‘@ ’I (o \anrdvale 357

[Laloon € 4 11

M&x Ll 2 \Mrlowa\va/lc <q ‘11

{6 ¥

e ~ B

.
|
]

)

MM m@ A \Jul(‘aardumﬂb I3 19

™~

Query for “baboon” requires n random 1/O’s

Exception: If index files are sorted by relevance,
some gueries require less I/O
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the index merge scheduling
problem: roadmap
1. single index is insufficient for dynamic

content — need multiple indexes, and
therefore need occasional index merges

2. scheduling merges is related to the cost-
distance problem in network construction
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Formal definition of index merge
scheduling problem
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merge scheduling can be regarded
as constructing minimum-cost
network on a certain graph
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edge from A to B means “take all data
written immediately after event A and
merge it immediately after event B”
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merge scheduling can be regarded
as constructing minimum-cost
network on a certain graph
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merge scheduling can be regarded
as constructing minimum-cost
network on a certain graph
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merge scheduling can be regarded
as constructing minimum-cost
network on a certain graph

° 0 o ° o
D 0 @ D Q@ ) Q sink
i &y | 2 1) ' 3 (3]
QWA
(uwah\e L & Tt [lDd]
e -
ot
‘,‘1‘;“;;;““" 0o 0 '3(; S 6(5 )



merge cost Is sum of path lengths
from sources to sink
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guery cost Is sum of edge costs
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Index merge scheduling Is a
special case of “directed cost-
distance” problem
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Index merge scheduling Is a
special case of “directed cost-
distance” problem
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 undirected case studied by Meyerson-
Munagala-Plotkin 2000

* NP-complete (Steiner tree is special case)

 they give an efficient O(log(number of
sources)) approximation

 directed case seems much harder

 fortunately, the graph for index merge
scheduling has very special structure
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the index merge scheduling
problem: roadmap

1. single index is insufficient for dynamic
content — need multiple indexes, and
therefore need occasional index merges

2. scheduling merges is related to the cost-
distance problem in network construction

3. Imposing geometrically decreasing index
sizes gives good performance — O(n log

n)
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merging as often as possible has
guadratic cost

. 2 L /0 / L'
wrfje wg: !
e query cost is minimized (linear in number of
gueries)

* but merge cost is quadratic in the number of
data arrivals:
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never merging also has quadratic
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Maintaining geometrically
decreasing index sizes guarantees
total I/O cost i1s O(T log T)
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Maintaining geometrically
decreasing index sizes guarantees

total 1/0 cost is O(T Iogm
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guery cost Is logarithmic in number
of data arrivals
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merge cost Is also logarithmic In
number of data arrivals
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merge cost Is also logarithmic In
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merge cost Is also logarithmic In
number of data arrivals
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merge cost Is also logarithmic In
number of data arrivals
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merge cost Is also logarithmic In
number of data arrivals
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the index merge scheduling
problem: roadmap

. single index Is insufficient for dynamic
content — need multiple indexes, and
therefore need occasional index merges

. scheduling merges is related to the cost-
distance problem in network construction

. Imposing geometrically decreasing index
sizes gives good performance — O(n log

n)

. O(n log n) Is optimal, In general
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O(T log T) Is optimal
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the index merge scheduling
problem: roadmap

single index is insufficient for dynamic content
— need multiple indexes, and therefore need
occasional index merges

scheduling merges is related to the cost-
distance problem in network construction

Imposing geometrically decreasing index sizes
gives good performance — O(n log n)

O(n log n) is optimal, in general

cost-balancing approach is more flexible and
may be superior — O(n) at times
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Some Input seguences can be
processed in linear cost
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cost-balancing approach Is
promising
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cost-balancing approach Is
promising
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cost-balancing approach Is
promising
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empirical performance of cost-
balancing on DQDAQ... input is
O(n log n)

cost of heuristic cost-balancing algorithm
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the index merge scheduling
problem: summary

single index is insufficient for dynamic content
— need multiple indexes, and therefore need
occasional index merges

scheduling merges is related to the cost-
distance problem in network construction

Imposing geometrically decreasing index sizes
gives good performance — O(n log n)

O(n log n) is optimal, in general

cost-balancing approach is more flexible and
may be superior — O(n) at times
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